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Methods

Notation in a single trial

usual 2 X k - table

Category
1 2 k
Treatment (Y1) p11 p12 P1k
Control (Y2) P21 p22 P2k
Category 1 = "best”, ..., Category k = "worst”

Usually Y; ~ M (pi1, pi2; ---; Pik) » =12
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Methods

Situation

Assumption

Yl ~ H1 and Y2 ~ H2

@ H;, Hy continuous cumulative density functions (cdf)

Problem: How to divide observations from H; resp H»
in sensible categories?
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Methods

Random Cut-Point Model

Let
© = {9i ff;11

be a random sample with cdf F, taken without replacement

Make use of the order statistic
Oy < 0@y < - < b

and add
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Methods

Random Cut-Point Model

Let x be an unobservable realisation of a random sample of n; values
with cdf H;, i =1,2.

Then nj; is the number of observations where

90_1) < x < 0(j), Jj=1, .. k.

—> realisation in category J
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Methods

Example
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Methods

Random Cut-Point Model

Assumption: ni, ny and k known a priori

Then
0¢j)

pi = / dHi(x) = H;(0)) — Hi(0G-1))
0G-1)

is a random variable

Random Cut-Point Yi~M(P;) P;i = {pj} random i =1,2
Conventional Approach  Y; ~ M (I;) T; fixed i = 1,2
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Methods

Mann-Whitney- Test

Test of no difference in Treatment or Placebo

@ Mann-Whitney-Statistic (Edwardes 1997)

U= nn (ZZ Pie poj + Z pij P2j/2 — 1/2>

<y

monp(n+1)  nm >k (n3; — nyj)
© Var w(Ulth=ry) = = 21(2 = B ;(n—l) J

@ Var (U|F=H,=H,) = E[Var yw (U|Hi=H,)]

mny(n+1) n nm (k + n)
12 C2(k+1)(k+2)
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Methods

Test decision

~

Asymptotic MW v 2 N(0, 1)
\/Vaer(U|H1 = H2)

Edwardes (2000) RC v R,
\/Var(U|F = H; = Hy)

Ry known exact for k = 2

and by simulation for k > 2
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Meta-Analytic Methods

Meta-Analytic Methods

Let y; be an estimator for the treatment effect of study /, i =1,..., L
General random-effects model of meta-analysis

}I}i NN(H701-2 +7-2)

Note: Estimate of a,? is available from each trial

72 = 0 — Fixed effects model
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Meta-Analytic Methods

Estimation of u

In general: given some weights b; with

L L
ﬂzzbif/i, Zbizl
i=1 i=1

Two possibilities for the choice of b;

© using sample sizes

@ using variances
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Meta-Analytic Methods

Sample Size Weighting

Approach of Hartung / Bockenhoff / Knapp (2003)

@ Scoring of the studies by weights \; with

L
o with \j = Ty,/ > Ty,  with Ty, = niznia/(ni1 + nj2)
=1

@ Direct estimator of variance

_ 1 L A7 ?

1+ZJ 11— 2A J=1

GMDS, Leipzig, 2006 Henke H, Knapp G



Meta-Analytic Methods

Variance Weighting

Fixed Effects Model

1 L N o
Let be v; = pl V=)V == fire = ) %
H =1 i

Random Effects Model

1

Let be wj = m,

L
W=y w = frRe = ) 9
iz1 '

Reject hypothesis of no treatment difference if

|fiFe] |firE]

P = Ja/v) > Up_qjo resp. Py = J(1/w) > U/
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Meta-Analytic Methods

Variance Weighting

Direct estimator for the variance of p is given by

Wi o

qg = 72*(%—&%)2

Hartung, Knapp (2001): reject hypothesis of no treatment difference
if

fire
thy = |\/q| > tL—l;l—a/Z‘
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Simulation

Some Simulation Results

null hypothesis of no treatment differences

@ L =6 or L =12 studies included

analysis in conventional in random cut-point model

prescribed level o = 0.05

25.000 replications
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Simulation

Some Simulation Results

L =6 trials  Conventional MW  Random Cutpoint MW

72 FE RE HK FE RE HK SSwW
0.0 499 372 511 | 510 7.06 5.03 5.45
0.1 527 393 476 | 637 6.71 4.95 4.68
0.2 731 504 5.01|11.24 7.56 5.05 5.03
0.5 1857 839 493 |28.90 9.60 4.97 4.75
1.0 41.26 11.27 533 |49.44 1145 5.1 5.51
1.5 54.26 13.47 5.12 | 59.12 1195 5.01 5.58
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Simulation

Some Simulation Results

L =12 trials  Conventional MW  Random Cutpoint MW

72 FE RE HK FE RE HK SSwW
0.0 5.00 4.07 473 | 563 6.18 4.69 4.90
0.1 543 4.03 483 | 7.66 6.30 5.00 4.95
0.2 7.71 540 538 | 1577 7.34 5.17 5.30
0.5 18.84 7.29 4.96 | 29.44 7.68 4.95 5.46
1.0 4047 7.89 5.32|49.10 8.10 5.25 5.48
1.5 52.17 8.09 5.44 | 58.07 8.33 5.08 5.56
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Simulation

Some Simulation Results

Summary

@ variance weighting by using fixed effects or conventional random
effects do not hold prescribed level especially in model with random
cut point

@ variance weighting by Hartung / Knapp and assuming random
cut-point theory hold prescribed level satisfactorily

@ alternative approach (Hartung / Bdckenhoff / Knapp) is to taken into
account
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Final Remarks

Final Remarks

@ random cut-point theory may be considered as a method in
meta—analysis of trials with ordinal outcome

@ approach by Hartung / Bockenhoff / Knapp (2003) yields good
result without much complexity

@ otherwise variance weighting by Hartung/Knapp (2001) should
be considered
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Outlook

@ assign Agresti's «, generalized Risk Ratio and Risk Difference
into random cut-point model

@ analyse different link function between random cut-points and
underlying continuum
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Outlook
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